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ABSTRACT: A three layer artificial neural network was constructed to predict the phenol adsorption capacity through 
batch adsorption. The basic network architecture consisted of five input parameters and one output parameter. Various 
input parameters such as, solution pH (2 -8), adsorbate concentration (30 – 120 mg/L), adsorbent concentration (1- 3 
g/L), contact time (5 – 120 min) and temperature (30 – 50 °C) were considered for this purpose whereas the phenol 
removal capacity (mg/g) was taken as the output variable. Resilient back-propagation algorithm was applied to model 
the adsorption process and it was found that “satlin” transfer function with five neurons in the hidden layer yield best 
result with an appreciable regression coefficient (R2 = 0.999) value and minimum mean squared error (MSE = 0.00004) 
value. 
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I. INTRODUCTION 
 

The artificial neural network (ANN) is a powerful simulation tool generally used to model several nonlinear functions. 
Over the past few decades, ANN has been successfully employed in various fields including adsorption [1]. The 
prediction of system output by ANN is generally based on the performance of human brain [2]. The most commonly 
used ANN is multilayered feed-forward neural network which comprises of an input layer, a hidden layer and an output 
layer. The response in this network moves from one layer to another in a forward direction. The input dataset is 
subdivided into three parts training, test and validation in a ratio of 3:1:1. In the training stage, the input variables are 
multiplied with a certain weight and then the product is summed up with the biases in order to produce the desired 
output. The values of respective weights and biases are updated after each iteration by a certain value to enhance the 
system performance. The test data set are used to predict the system performance whereas, the validation set confirms 
no over fitting of the network [3].Various algorithms are generally used to train the network such as, Levenberg–
Marquardt back-propagation(trainlm), resilient back-propagation (trainrp), scaled conjugate gradient back-propagation 
(trainscg), Polak-Ribiére update (traincgp) and gradient descent back-propagation among which resilient back-
propagation algorithm is able to produce comparatively faster convergence of the network objective function. Therefore, 
in the present time ANN is successfully used to predict the efficiency of various physical systems. 

The phenolic compounds are most commonly detected in various industrial waste streams including oil 
refineries, plastics, synthetic resins, leather, paint, coal gas oven plants etc [4–5]. the presence of phenolic compounds 
even in a small concentration in the waste streams divulge various toxic effects on fish and as well as on human beings 
including liver and kidney damage, headache, tissue erosion, paralysis of the central nervous system and vomiting [6-7]. 
Therefore, it has become very necessary to remove phenol from wastewater before discharging it in the water bodies. 
In the present investigation, a three layer feed-forward neural network with resilient back-propagation algorithm is used 
to predict the phenol adsorption characteristics onto the surface of chemically modified adsorbent. 
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II.  EXPERIMENTAL 
 

The adsorbent was prepared by treating the natural clay collected from local river basin by zinc acetate dihydrate. The 
detailed procedure was described in previous work by Bhar et al. (2017) [8]. 
 

III. STRUCTURE OF ANN NETWORK 
 

The neural network consists of an input layer, a hidden layer and one output layer. The number of neurons in the input 
layer is equal to the number of input parameters and number of neuron in the output layer is equal to the number of 
output parameter. These neurons are connected with each other with particular weight and bias functions. The optimum 
number of neurons in the hidden layer is generally decided by varying the number of neurons and transfer functions in 
the hidden layer. The commonly used transfer function in the hidden layer of ANN is sigmoid function. In the 
simulation process of ANN, the weight functions are updated every time in order to minimize the error. The basic 
construction of a neural network can also be expressed as a two dimensional matrix W between input and hidden layer 
with the entry variable of kth layer and ith element (wki), whereas, the weight wʹij is considered as the (i,j)th entry variable 
in a N×M weight matrix W between hidden and output layer. Therefore, output in the hidden layer can be calculated 
as the weighted sum of the neuron's inputs and is given by [9] 
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Similarly, the objective function is also determined by summing up all the elements in the output layer as  
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Once the objective function is defined then the update equations for input to hidden layer and hidden to output layer has 
to be calculated. For this purpose, gradient of the objective function with respect to wʹij (∂E/∂wʹij) needs to be 
determined first. Here, the derivative of objective function (E) with respect to the logistic function (yʹj) has to be taken 
and then the derivative of yj with respect to wʹij (input uʹj) has to be considered as below: 
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Therefore, the updated weight function is calculated as  
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And the update equation becomes 
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This process is known as back-propagation because we begin with the final output error yj − tj for the output neuron j 
and this error gets propagated backwards throughout the network in order to update the weights. 
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IV. DEVELOPMENT  OF ANN MODEL 
 

A three layer feed-forward back-propagation neural network was used to predict the phenol adsorption capacity. In the present 
study, resilient back-propagation algorithm with different transfer functions such as tangent sigmoid, saturated linear and positive 
linear transfer in the hidden layer were applied to predict the adsorptive removal of phenol. The numbers of neurons in the hidden 
layer were varied from 5 to 11 for various transfer functions. The input parameters were solution pH, initial concentration, 
adsorbent dose, contact time and temperature and the phenol removal capacity was the output variable. The range of the input 
parameters was discussed in detail in a previous literature by Biswas et al., (2017) [10].  Neural network mathematical software of 
version R2008a was used to model the adsorption process.  
 

V. RESILIENT BACK-PROPAGATION 
 

Among the all the back propagation algorithm resilient back-propagation is regarded as the best algorithm because of high 
convergence speed, robustness of the developed model and high accuracy [11]. The gradient of the given function gradually 
decreases to zero as the size of the input gets increased. But this small change in the gradient causes insignificant change in 
weights and biases which in turn increases the computational time by moving the function far from the optimal region. The 
resilient back-propagation (Rprop) training algorithm is used to overcome this limitation as magnitude of the derivative functions is 
found to have no effect on the weight update. The direction of weight update can only be determined through the sign change in 
the derivative function. The step size of the derivative functions are increased by a constant factor delta_inc when the derivative of 
the objective function is expressed as a function of weight values and they carry same sign for two successive iterations. On the 
other hand, the value of the objective function is decreased a constant factor delta_dec when there is a sign change between two 
successive derivatives. In case of no change in derivative value, the update value remains the same. The size of step change in the 
weight function generally is kept low in case of small oscillation.  

 
VI. RESULTS AND DISCUSSION 

Optimization using ANN structure 
In order to investigate the adsorption process resilient back-propagation algorithm with different transfer functions such as "tansig", 
"poselin" and "satlin" were applied in the hidden layer. The comparison of the transfer functions are shown in Table I. The 
performance of the neural network is highly dependent on the number of neurons in the hidden layer. Increasing the number of 
neuron in the hidden layer helps to enhance the network performance but use of too many neurons in the hidden layer leads to over 
fitting of the given network [12]. Therefore, the number of neurons has to be optimized for useful training of the given network. 
The numbers of neurons were varied from 5 to 11 in the hidden layer.  

Table I: The comparison of various networks 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

tf = transfer function, N = number of neurons, LR = Learning rate 

tf N MSE VDE LR R2 

tansig 
 
 
 

5 0.00060 0.00170 0.02 0.996 
7 0.00200 0.00210 0.02 0.997 
9 0.00150 0.00072 0.02 0.997 
11 0.00040 0.00030 0.02 0.999 

satlin 
 
 
 

5 0.00004 0.00001 0.02 0.999 
7 0.00730 0.00080 0.02 0.994 
9 0.00100 0.00063 0.02 0.998 
11 0.01490 0.02710 0.02 0.970 

poseli
n 
 
 
 

5 0.00005 0.00031 0.02 0.999 
7 0.00120 0.00120 0.02 0.998 
9 0.00027 0.00027 0.02 0.999 
11 0.00700 0.00670 0.02 0.993 
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It is evident from Table I that “satlin” transfer function exhibits better simulation result with high value of regression 
coefficients (R2 = 0.999 ) and comparatively lower mean squared error (MSE) and validation error (VDE). According 
to Table I the smallest MSE was found to be 0.00004 and the VDE was found to be 0.00001. The relationship 
between the MSE and the number of neurons in the hidden layer is shown in Fig. 1. It can be seen from Fig. 1 that the 
minimum MSE value is resulted for 5 numbers of neurons in the hidden layer and the corresponding error values are 
increasing with increase in number of neurons from 5 to 11. The similar trend was also found in the previous literature 
[13]. 

 
Fig. 1. Plot of MSE value with number of iterations 

The output and target values are compared for training, test and validation purpose for “satlin” transfer function (Fig. 
2). It is evident from Fig. 2 that the models generate a better fit with high value of regression coefficient (R2 = 0.999 ). 
 

 
Fig. 2. Comparison of output and target values for training, test and validation 
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VII. CONCLUSION  
 

In the present investigation, a three layer artificial neural network had been developed to predict the phenol adsorption 
capacity. For this purpose, resilient back propagation algorithm with “tansig”, “poselin” and “satlin” transfer function 
were applied with varying numbers of neuron (5 – 11) in the hidden layer. The performance of the developed network 
was judged in terms of MSE and VDE. It was found that “satlin” transfer function with 5 numbers of neurons in the 
hidden layer produced minimum MSE (0.00004) and VDE (0.0000) values.  
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